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Abstract 

This paper introduces a navigation system, and a data processing algorithm tailored for a handheld ground-

penetrating radar (GPR), along with results from real-world tests conducted using a physical model. Handheld 

GPR systems are indispensable for scanning challenging and inaccessible terrains, particularly in detecting buried 

landmines and other explosive remnants of war, where vehicle-mounted GPR systems cannot operate effectively. 

Building on prior research, which focused on a system designed with stationary and mobile ultrawideband radio 

transceivers tested via simulations, this study addresses practical challenges encountered in a real-world physical 

model. A novel data processing algorithm is proposed to handle key issues, including a variable number of distance 

measurements per estimation step and the presence of measurement outliers. Furthermore, the methodology and 

results of real-world testing of the positioning system, conducted using an industrial robot for controlled 

experimentation, are presented and discussed. 

Keywords: ground-penetrating radar, GPR, extended Kalman filter, EKF, ultrawideband radio, UWB, industrial 

robot. 

1. Introduction 

Testing positioning and navigation systems typically includes assessment of their accuracy 

[1]. This process usually begins with simulations; however, real-world testing of the physical 

model is crucial to confirm that the system performs as expected under realistic conditions and 

that its parameters align with the design assumptions. Assessment of the positioning accuracy 

is typically done by comparing position estimates provided by the system with a synchronized 

stream of data from another, significantly more accurate system, which is considered 

a reference system [2]. This reference system should be at least an order of magnitude more 

accurate than the tested one. 

When designing and testing high-accuracy positioning and navigation systems, identifying 

an appropriate reference system can be challenging or even impossible. This issue also applies 

to a positioning system for handheld ground penetrating radar (HH-GPR) which was designed 

by the authors at the Faculty of Electronics, Military University of Technology, Warsaw, 

Poland, as detailed in [3, 4]. The system was developed to realize the positioning of the  

HH-GPR antenna during terrain scanning, as the accurate determination of the scanning path is 

important to correctly assemble acquired radargrams and create high-quality GPR images [5]. 

Our system uses highly accurate distance measurements between stationary and mobile 

ultrawideband (UWB) radio transceivers, achieving positioning errors typically in order of 

single centimetres. This level of accuracy was confirmed by simulations, and their results are 

documented in [3, 4, 6]. 

After developing a physical model of this system, we encountered challenges in determining 

its errors. Unfortunately, its level of accuracy is comparable to that of the most precise geodetic-
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grade receivers of global navigation satellite systems (GNSS) using real-time kinematic (RTK) 

corrections [7]. While such receivers are often applied as a reference when testing less accurate 

systems, our case required an even better-accuracy source of positioning data to serve as 

a reliable reference. 

An alternative to employing a high-accuracy reference system is to constrain the tested 

system to follow a predefined, time-tagged trajectory and compare its positioning results 

with this trajectory. This approach is feasible, albeit limited to relatively short trajectories, 

by utilizing industrial robots constructed as multi-jointed arms and a gripper, capable 

of executing multi-degree-of-freedom motions [8]. As the HH-GPR antenna motion can be 

segmented into numerous short sections, this limited range of robot motions does not impose 

limitations on our testing process. 

The requirement for precise and repeatable movements, often resulting from a precisely 

defined manipulation of a tool or an object taken using a gripper, is one of the main reasons 

for the popularity of industrial robots. Such robots are characterized by high precision, 

achieving positional repeatability with an accuracy of up to 0.02 mm (although in the case 

of robots with a larger lifting capacity it is often reduced to 0.2 mm) with a simultaneous linear 

speed of up to 4 m/s [8], enabling efficient operation in demanding applications. 

The use of robots extends beyond production processes. Industrial robots are also 

increasingly prevalent in research applications [9]. In this context, the ability to repeat 

experiments multiple times while maintaining consistent kinematic and dynamic parameters 

for the robot arm’s movement is invaluable. Considering the load capacity of industrial robot 

manipulators reaching up to one and a half tons, the scope of applications of this type of solution 

is remarkably broad. Currently, a new trend in the design of industrial robot control systems 

introduces user-friendly interfaces that allow to input data regarding the configuration of the 

manipulator as well as its spatial trajectory [10]. These advanced features, as well as availability 

of industrial robots at the Faculty of Mechatronics, Armament and Aerospace, Military 

University of Technology, have enabled the authors to advance the development of the 

positioning system for HH-GPR and assess the accuracy of its physical model in realistic 

scenarios. 

Designing and testing of the physical model of the UWB-based positioning system revealed 

practical issues that needed to be addressed and had not been previously considered in the 

design presented in our paper [3]. These issues included variable number of UWB distance 

measurements observed in each step of data processing, which was solved by using sequential 

extended Kalman filter (SEKF) instead of the previously applied extended Kalman filter (EKF). 

Moreover, measurement outliers, occasionally observed in UWB distance measurements due 

to the propagation issues were eliminated from the processed data stream by applying statistical 

tests on innovations [11] implemented in the processing algorithm. 

The main contributions of this paper include the development of a navigation data processing 

algorithm for estimating HH-GPR antenna position and other parameters of its motion, using 

sequential measurements processing and elimination of the measurement outliers via statistical 

tests on innovations. Additionally, the paper presents a methodology and detailed results of 

real-world tests of the UWB-based positioning system, conducted using an industrial robot. 

This paper is organized as follows. Section 2 describes the positioning system, its state-space 

model and the data processing algorithms implemented in it. The methodology of tests and their 

results are presented in Section 3 and Section 4 contains the discussion. 

2. Materials and methods 

The subsequent section of the paper presents a concise overview of the UWB-based 

positioning system for handheld ground penetrating radar (HH-GPR) and its associated 
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mathematical model. This brief description is included here to ensure the completeness of the 

paper and to facilitate understanding of its further parts. For an in-depth explanation of the 

system, its methods of application and potential uses readers are referred to [3] and [4]. 

Subsection 2.3 introduces novel data processing algorithms designed by the authors to address 

the UWB sensors limitations and propagation issues encountered in the physical model of our 

positioning system. 

2.1. Positioning system 

The positioning system depicted in Fig. 1 is composed of four stationary UWB modules 

M1 ÷ M4 with known locations, referred to as UWB beacons, and two mobile UWB modules: 

MA mounted on the GPR antenna and MS attached to the shoulder of the radar operator (sapper). 

Distance measurements between the mobile and the stationary modules 𝑑A1 ÷ 𝑑A4 and  

𝑑S1 ÷ 𝑑S4 are processed within the positioning system to estimate the HH-GPR antenna 

position as it moves along the scanning path. 

 

 

Fig. 1. Components and measurements in UWB-based positioning system. 

The proposed system utilizes a local horizontal reference frame, established ad hoc when the 

beacons are deployed around the scanned region. It is assumed that the M1 module is positioned 

at the origin (0,0) and the M2 module lies along the OX axis. The unknown coordinates 

𝑥2, 𝑥3, 𝑦3, 𝑥4, 𝑦4 are calculated through an autocalibration procedure [6, 12], which is performed 

prior to the system executing its primary task of positioning. The autocalibration process 

involves analysing distance measurements between the beacons and iteratively solving a set of 

non-linear equations that relate those measurements and the coordinates of the stationary 

modules. 

2.2. Mathematical models 

In positioning applications, model-based algorithms are commonly employed to process 

incoming streams of measurements. The algorithms rely on underlying models that include 

a dynamics model, which describes the temporal changes of the modeled variables and enables 

the prediction of their future values, as well as an observation model which defines the 

relationship between these variables and the measurements. 
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The dynamics model, depending on the system, can be linear or non-linear and can be 

expressed as a vector differential equation (continuous model) or a vector difference equation 

(discrete model). In [3] we proposed the use of two linear dynamics models commonly applied 

in motion tracking – such as in robotics [13, 14] and radar applications [15, 16] – namely, 

nearly-constant-velocity (CV) model and nearly-constant-acceleration (CA) model, along with 

a novel non-linear model based on the pendulum equation (PND). Simulation results presented 

in [3] and [4] indicate that the CV and CA models provide similar accuracy in our application. 

Therefore, in this work, we employ only the simpler CV model and the more advanced PND 

model, which achieves superior positioning accuracy. 

The CV model is given by the following linear differential equation: 

CV: 

[
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and the PND model by the following non-linear differential equation: 

PND: 
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], (2) 

where: 

𝑥𝐴, 𝑦𝐴 – coordinates of the M𝐴 module position, 

𝑥𝑆, 𝑦𝑆 – coordinates of the M𝑆 module position, 

𝑢𝑥𝑆
, 𝑢𝑦𝑆

 – Gaussian white noises modeling random M𝑆 module motions, 

𝑙 – length of the HH-GPR handle (horizontal distance between M𝑆 and M𝐴), 

𝜃 – angle between the horizontal projection of the HH-GPR antenna handle and the 

central axis of the scanning section, 

𝜔 – angular velocity of the M𝐴 module motion, 

𝑎 – acceleration forcing the M𝐴 module motion, 

𝑢𝑎 – Gaussian white noise representing random changes of 𝑎. 

As shown, the CV dynamics model is linear and takes the following standard form [15]: 

 𝐱̇(𝑡) = 𝐅(𝑡)𝐱(𝑡) + 𝐆(𝑡)𝐮(𝑡) (3) 

which was converted to its discrete counterpart [15] before using it in the processing algorithm: 

 𝐱(𝑘 + 1) = 𝚽(𝑘 + 1, 𝑘)𝐱(𝑘) + 𝐰(𝑘), (4) 

where: 

𝐱 – state vector, 

𝐮 – vector of continuous disturbances, 

𝐅 – fundamental matrix, 

𝐆 – matrix of disturbances, 

𝐰 – vector of discrete disturbances, 

𝚽 – transition matrix. 
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In the sampling of the CV continuous model, we obtained two matrices required in the data 

processing algorithm using this model, namely, the transition matrix 𝚽(𝑘 + 1, 𝑘) and the 

covariance matrix of discrete disturbances 𝐐(𝑘) = E[𝐰(𝑘)𝐰(𝑘)T], and their final forms can 

be found in [4]. 

The PND model, differently than CV, is non-linear and has the following standard form [15]: 

 𝐱̇(𝑡) = 𝐟[𝐱(𝑡)] + 𝐆(𝑡)𝐮(𝑡) (5) 

which was used directly in its continuous form within the data processing algorithm to predict 

new values of the state vector. Sampling of this model was also required, but it needed to be 

performed at each step of the algorithm. The method of sampling the PND model and the 

formulas for the resulting matrices are detailed in [3]. 

The observation model for the system and algorithm using the PND dynamics model is 

represented by the following discrete equations [3, 4]: 

 

[
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, (6) 

where: 

𝑑𝐴𝑗 – distance between a 𝑗-th beacon and the M𝐴 module, 

𝑑𝑆𝑗 – distance between a 𝑗-th beacon and the M𝑆 module, 

𝑥𝑗 , 𝑦𝑗 – coordinates of a 𝑗-th beacon position, 

𝑥𝐴, 𝑦𝐴 – coordinates of the M𝐴 module position, 

𝑥𝑆, 𝑦𝑆 – coordinates of the M𝑆 module position, 

ℎ – sapper’s arm height, 

𝑣𝐴𝑗 , 𝑣𝑆𝑗 – distance measuring errors for M𝐴 and M𝑆 modules. 

When the CV dynamics model is employed in the data processing algorithm, the estimated 

position variables are limited to the coordinates of the MA module’s position, and the 

observation model includes only the four distance measurements 𝑑A1 ÷ 𝑑A4. Both observation 

models are non-linear and have the following standard form [15]: 

 𝐳(𝑘) = 𝐡[𝐱(𝑘)] + 𝐯(𝑘), (7) 

where: 

𝐳 – measurement vector, 
𝐯 – vector of measurement errors, 
𝐡(∙) – non-linear observation vector function. 

To implement the data processing algorithm, it was also necessary to define the covariance 

matrix of measurement errors, 𝐑(𝑘) = E[𝐯(𝑘)𝐯(𝑘)T]. Its final form is provided in [3] and [4]. 
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2.3. Algorithms of estimation 

The navigation data processing algorithms employed in our system are based on the 

equations of the EKF [1, 15, 17] and are illustrated in Fig. 2 and Fig. 3. The algorithm depicted 

in Fig. 2 utilizes the linear CV dynamics model, while the algorithm in Fig. 3 employs the non-

linear PND dynamics model. Both algorithms rely on distinct, yet non-linear observation 

models, which are described by the (6) for the PND model or only its upper part composed of 

the first four equations for the CV model. 

Each EKF begins with a one-time initialization and then enters a loop in which alternately 

executes prediction and correction steps. The EKF requires linearization of non-linear dynamics 

and/or observation models. For the filter utilizing the linear CV dynamics model, only the 

observation model requires linearization, which is performed during the calculation of the 

observation matrix 𝐇(𝑘). In contrast, for the filter based on the non-linear PND dynamics 

model, both the dynamics and observation models must be linearized, with the dynamics model 

linearization carried out during the computation of the fundamental matrix 𝐅(𝑡). 

In both EKFs we introduced modifications to enable sequential processing of incoming 

measurements. Within the correction step of both filters, an internal loop replaces the standard 

correction step [3] with a series of corrections, where each available measurement is processed 

individually. The internal loop employs its own indexing variable 𝑖 which increments after each 

processed measurement. At the start of the loop (for 𝑖 = 0), the correction results are initialized 

using the prediction results: 

 𝐱̂𝑘|𝑘,0 = 𝐱̂𝑘|𝑘−1, (8) 

 𝐏𝑘|𝑘,0 = 𝐏𝑘|𝑘−1. (9) 

The correction process, which involves calculating improved estimates 𝐱̂𝑘|𝑘,𝑖 and their 

covariance matrices of filtration errors 𝐏𝑘|𝑘,𝑖 continues for successive incremented values of 

𝑖 until the last available measurement numbered 𝑚 has been processed. The number of 

measurements can be different in every step 𝑘 and the filter does not require a fixed size of the 

measurement vector 𝐳. This way we addressed the problem of a variable number of distance 

measurements observed in the UWB-based positioning system at different steps 𝑘. 

In the real system, a pair of UWB modules may occasionally fail to complete their radio 

transaction, resulting in missing distance measurement. Consequently, the measurement vector 

𝐳(𝑘) contains a varying number of measurements at each step 𝑘. The modified algorithm, 

referred to in this paper as the sequential extended Kalman filter (SEKF), effectively handles 

this issue. 

Another practical issue observed in the UWB-based positioning system is the occurrence of 

measurement outliers in the distance measurements between various pairs of UWB modules. 

These outliers may arise due to propagation challenges, such as multipath errors, which occur 

particularly when the shortest signal path is obstructed by an obstacle and only reflected signals 

traveling along longer paths are received. If not properly addressed, these elevated distance 

measurement errors could result in significant increases in positioning errors. 

In both presented algorithms we addressed the mentioned problem by implementing 

a solution for detecting outliers in the measurements and eliminating them from the processed 

data. The removal of outliers is based on the results of statistical tests on the innovations [11]. 

For each individual distance measurement 𝐳𝑘,𝑖 a residual, i.e. a difference between the actual 

and the predicted measurement is calculated: 

 𝐞𝑘,𝑖 = 𝐳𝑘,𝑖 − 𝐡(𝐱̂𝑘|𝑘,𝑖−1). (10) 
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It represents a realization of the innovations process, which is a Gaussian, uncorrelated, zero-

mean stochastic process. Since the EKFs also calculate the diagonal elements of the covariance 

matrix of innovations 𝐑𝐞𝑘,𝑖
 which represent theoretical variances of innovations, the statistics 

𝜌𝑖 calculated in the EKFs has 𝜒2 distribution with one degree of freedom. 

Using the cumulative distribution function of the 𝜒2 distribution, we determined a threshold 

𝜆 that will rarely be exceeded for typical distance measurements and will easily be exceeded by 

outliers. We selected 𝜆 = 3.84 corresponding to the commonly assumed level of type I error 

(false positive) and significance level 𝛼 = 0.05. For this threshold, approximately 5% of valid 

measurements may be rejected statistically, however the threshold remains low enough to 

reliably detect outliers. The results of simulations presented further show that removal of such 

a small part of valid measurements does not compromise accuracy of positioning. 

 

 

Fig. 2. Block diagram of the EKF algorithm for the linear dynamics model CV and the nonlinear observation 

model. 
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Fig. 3. Block diagram of the EKF algorithm for the nonlinear dynamics model PND and the nonlinear 

observation model. 

3. Experiments and results 

3.1. Preparation to experiments 

The experimental evaluation of the positioning system’s accuracy was conducted in multiple 

stages and involved extensive preparation. Initially, the UWB beacons M1 ÷ M4 were deployed 

in the laboratory of industrial robots at the Faculty of Mechatronics, Armament and Aerospace, 
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Military University of Technology. These beacons had been designed and constructed by a team 

from the Institute of Radioelectronics, Faculty of Electronics, Military University of 

Technology, including some of the authors of this paper. The beacons contain P440 UWB radio 

transceivers manufactured by TDSR [18]. 

Two mobile UWB radio transceivers of the same type were mounted on an industrial robot 

FANUC R-2000iC/125L. The MA module (antenna module) was attached to the gripper at the 

end of the robot’s arm, while the MS module (sapper module) was positioned above the robot 

at a height of ℎ = 1.65 m, representing the assumed distance from the ground to the sapper’s 

shoulder. The limited space in the laboratory and existing obstacles between the robot and the 

M1 ÷ M4 beacons imposed constraints on their possible locations. However, the beacons were 

arranged to mimic deployment in a typical demining operation, i.e. spaced as widely as possible 

and distributed in front of the scanning area. The stationary UWB modules were mounted on 

tripods at the same height as the MA module to ensure consistency. The UWB beacons deployed 

in the laboratory and the MA module installed in the robot’s gripper during the experiment are 

shown in Fig. 4. One of the beacons and the antenna module are highlighted with red ovals. 

 

  

Fig. 4. The UWB beacons and the antenna module in the griper of industrial robot during experiments. 

The layout of stationary UWB modules during the real-world tests closely resembled their 

configurations used in the simulations presented in our earlier work [3]. However, due to the 

limited space of the laboratory, achieving a comparable separation between the modules was 

not feasible. In the previously presented results in [3], the separation distances were on the order 

of tens of meters, whereas in the current experiments, these distances were limited to a range 

of single meters. 

To better align the conditions of the simulations with those of the real-world tests, we 

conducted additional simulations prior to the experiments. These simulations replicated the 

precise locations of the beacons and mobile modules as deployed in the laboratory. The 

distances between various UWB modules were measured using a laser rangefinder Bosch PLR 

50C with an accuracy of ±2 mm. 

The autocalibration procedure described in the section 2.1 of this paper was applied to 

calculate the positions of the UWB beacons and the sapper module in a local reference frame 

and these positions are given in Tab. 1. 

Tab. 1. Locations of 𝑀1 ÷𝑀4 and 𝑀𝑆 modules in the laboratory during experiments. 

𝐌𝟏 𝐌𝟐 𝐌𝟑 𝐌𝟒 𝐌𝑺 

[0, 0] [3.013, 0] [4.475, 1.380] [-1.955, 1.369] [1.428, 5.371] 
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The above module locations were utilized to simulate the operation of the positioning system 

in a configuration consistent with that employed in the real-world experiments. During the 

simulations, a segment of the HH-GPR scanning trajectory was generated by numerically 

integrating the differential equations of the PND model and the obtained HH-GPR antenna 

trajectory was further used as a reference. Subsequently, distance measurements from both 

mobile modules, MA and MS, to all stationary beacons (M1 ÷ M4) were generated. 

Measurement errors were simulated assuming standard deviations of a 𝜎 = 0.02 m consistent 

with the specification of the P440 modules. The generated distance measurements were 

processed using the new versions of the algorithms (SEKF) with CV and PND dynamics 

models, referred to as SEKF-CV and SEKF-PND, respectively. 

Next, to evaluate the performance of the algorithms in case of measurement outages, 

25 percent of the distance measurements from the previously generated dataset were randomly 

removed, and this reduced dataset was again processed by the algorithms SEKF-CV and  

SEKF-PND. The estimated trajectories of the HH-GPR antenna for both filters, without and 

with the measurement outages are presented in Fig. 5, where SAP denotes the sapper location, 

and CV and PND indicate trajectories estimated by the SEKF-CV and SEKF-PND algorithms, 

respectively. 

 

  

Fig. 5. Estimated trajectory of HH-GPR antenna with SEKF-CV and SEKF-PND filters: without the 

measurement outages (left panel), and with the measurement outages (right panel). 

The simulations confirmed the proper operation of the newly proposed SEKF-CV and 

SEKF-PND filters. Furthermore, even with the more compact layout of the UWB beacons, their 

behaviour and accuracy remained consistent, achieving centimetre-level precision, similar to 

that observed in configurations with more widely spaced stationary UWB modules. As 

expected, and in accordance with our previous findings in [3], the SEKF-PND algorithm, which 

utilizes the PND dynamics model, produces more accurate estimates of the antenna position 

compared to the SEKF-CV algorithm, which employs the simpler CV model. 

As can be seen, the sequential algorithms, designed specifically for the situation of 

temporary outages of distance measurements in the UWB-based positioning system, properly 

handle the incomplete measurements at various processing steps which confirmed that they can 

be used for processing real-world datasets. Another conclusion is that even a relatively large 

number of missed distance measurements in the designed system does not significantly reduce 

the accuracy of positioning and the errors remain still of the order of single centimeters. 
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3.2. Experiments and their results 

Having confirmed that the proposed SEKF-CV and SEKF-PND filters work properly even 

for a changeable size of the measurement vectors and having assessed the expected accuracy of 

the UWB positioning system in its configuration identical to the one deployed in the laboratory 

of industrial robots, the physical model of the UWB-based positioning system was tested with 

use of the real-world data. 

First, the same trajectory as used in the simulations was programmed into the position 

registers of the FANUC R-2000iC/125L industrial robot. This required using a programme 

ROBOGUIDE®, a specialized off-line modelling and simulation environment for testing 

robotic systems. Programmed trajectory consisted of time stamps and successive positions and 

orientations of the robot’s gripper. ROBOGUIDE® generated and verified the final trajectory, 

which described the robot’s gripper movement to these successive positions. The modeled 

laboratory setup, with the robot and all the stationary and mobile UWB modules, as well as the 

visible trajectory of the HH-GPR antenna are presented in Fig. 6, where BS1–BS4 denote the 

locations of base stations containing the UWB beacons M1 ÷ M4. 

 

 

Fig. 6. Model of the laboratory stand for testing UWB-positioning system in ROBOGUIDE®. 

The actual experiment involved the use of a real FANUC R-2000iC/125L industrial robot 

with the HH-GPR antenna mounted in its gripper. The robot’s arm followed the above-

described predefined trajectory, and during this motion, distance measurements between the 

mobile modules MA and MS and all M1 ÷ M4 beacons were acquired. To register these data, the 

RangeNet® application by TDSR, designed for configuring and communicating with the P440 

UWB transceivers was utilized. The acquired distance measurements are presented in Fig. 7. 

The uneven spacing between successive measurements for various pairs of UWB modules 

confirms the presence of outages in the real-world data. Additionally, occasional atypical data 
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points, significantly deviating from the regular trajectories formed by the measurements for 

various UWB pairs suggests existence of the measurement outliers. 

The recorded dataset of UWB distances was subsequently processed offline using the SEKF-

CV and SEKF-PND filters. The trajectory of HH-GPR antenna estimated by both algorithms is 

shown in Fig. 8. The left panel of the figure presents this trajectory estimated with SEKF-PND 

filter within the entire layout of the laboratory stand, where triangles indicate the locations of 

UWB modules M1 ÷ M4. The right panel presents an enlarged fragment, showing the position 

estimates for SEKF-CV and SEKF-PND alongside the reference trajectory. 

 

  

Fig. 7. Distance measurements acquired during the real-world experiment: between the UWB beacons M1 ÷ M4 

and the sapper (SAP) (left panel), and between the beacons M1 ÷ M4 and the radar antenna (RA) (right panel). 

  

Fig. 8. Trajectory of HH-GPR antenna estimated with SEKF-CV and SEKF-PND filters in the experiment. 

As demonstrated, the sequential algorithms, specifically designed to handle temporary 

outages of distance measurements in the UWB-based positioning system, effectively manage 

incomplete data at various processing steps. This confirms their suitability for processing real-

world datasets. Furthermore, the results indicate that even a relatively large proportion of 

missed distance measurements in the system and presence of the measurement outliers does not 

significantly compromise positioning accuracy, with errors remaining on the order of single 

centimetres. 

Comparing the results obtained with two distinct filters SEKF-CV and SEKF-PND one can 

conclude that the SEKF-PND algorithms occurs significantly more accurate than the  
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SEKF-CV, and it should be the preferrable solution for HH-GPR antenna positioning unless 

simplicity of the system and reduced computations are of paramount importance. 

4. Conclusions 

This paper presents two algorithms, SEKF-CV and SEKF-PND, developed for processing 

distance measurements in our previously designed and constructed UWB-based positioning 

system. These algorithms leverage the equations of the EKF and employ two alternative 

approaches to model the motion of the HH-GPR antenna: the simple CV model and the more 

sophisticated PND model. 

Both algorithms incorporate modifications aimed at addressing challenges commonly 

associated with the propagation of radio signals, as observed in real-world measurements of 

distances between UWB transceivers. These challenges include measurement outages and the 

presence of outliers. To handle outages and the variable size of the measurement vector at 

different processing steps, the algorithms were redesigned to sequentially process the incoming 

measurement stream. The issue of outliers was addressed by applying statistical tests on the 

innovations calculated within the filters and rejecting measurements exhibiting abnormally 

large errors. 

The proposed algorithms were rigorously tested in simulations and validated through 

controlled experiments using an industrial robot, the FANUC R-2000iC/125L. The robot 

enabled precise replication of predefined trajectories, providing highly accurate reference data 

for comparison with the positioning results obtained from the UWB-based system. The 

experimental results presented in this paper are consistent with the simulation outcomes and 

confirm that the proposed positioning system achieves centimetre-level accuracy in estimating 

the HH-GPR antenna trajectory. 

In particular, the SEKF-PND algorithm demonstrated superior accuracy, making it a strong 

candidate for use in the described positioning system. Testing both filters with real-world 

measurement data further validated the robustness of the proposed algorithms, showing their 

capability to handle variations in the number of available distance measurements at each 

estimation step and to effectively mitigate the impact of measurement outliers. These results 

underscore the reliability and practicality of the designed positioning system for applications 

requiring precise trajectory estimation. 
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