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Abstract 

This paper presents an estimation algorithm designed for tracking aerial ballistic objects using measurements from 

an electro-optical tracking system. Building upon our previous research, which focused on estimating the trajectory 

and flight parameters of an unguided short-range ballistic missile with motion constrained to two dimensions, this 

study introduces a more advanced and practical solution. The new approach uses a flight dynamics model 

formulated in a three-dimensional coordinate system. Unlike the previously developed algorithm, the one 

described in this paper accurately determines the object's location within a geographically oriented horizontal 

reference frame. It also eliminates the need for prior knowledge of the shooting direction, which would be 

challenging to establish in practice, and more realistically models the influence of wind on the object's motion in 

three dimensions. The paper includes the mathematical model of the tracking system, the extended Kalman filter 

used for estimating the ballistic object's position and other flight parameters, and simulation results for the 

proposed system. 
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1. Introduction 

The motivation for this work arose during the development of algorithms for unguided 

missile trajectory estimation using measurements from an Electro-Optical Tracking System 

(EOTS) [1]. EOTS is a highly accurate system that can be used to assess missile capabilities, 

such as aerial object positions, flight parameters, and miss distance during rocket weapon 

testing. In Poland, such a system was installed and operated at the premises of the Military 

Institute of Armament Technology (MIAT), Zielonka, where the first author, while a member 

of the MIAT staff, extensively used it in various real-world tests of ballistic objects. These 

experiences inspired the authors to develop more advanced and versatile localization algorithms 

to replace the previously used methods, which were based on straightforward geometric 

computations and had several limitations. When starting the research, it was assumed that the 

Kalman filter would allow for more accurate estimation of the flight parameters of the ballistic 

object under consideration. 

The research presented in this paper builds upon our previous work, which focused on 

estimating the trajectory and flight parameters of an unguided short-range ballistic missile, with 

its motion constrained to two dimensions only [2]. The object motion in that study was restricted 

to three degrees of freedom (3-DOF), simplifying the system's model but limiting its practical 

application. This paper introduces a more advanced and practical solution, using a flight 

dynamics model formulated in a three-dimensional coordinate system and accounting for the 

object's movement in six degrees of freedom (6-DOF), including both linear and rotational 

components in three dimensions. Unlike the previous algorithm, the one presented here 
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accurately determines the object's location within a geographically oriented horizontal frame of 

reference, does not require prior knowledge of the shooting direction (which is difficult to 

establish in practice), and more realistically models the influence of winds on the object's 

motion in three dimensions. 

The structure of the paper is as follows. Section 2 describes the mathematical model, and the 

estimation algorithm proposed for the electro-optical tracking system. Section 3 presents the 

results of the performed tests, while Section 4 offers a discussion of the findings. 

The main contribution of this paper is the development of a practical algorithm for estimating 

the trajectories and flight parameters of aerial ballistic objects using the six-degrees-of-freedom 

equations of ballistic object motion for an electro-optical tracking system. Additionally, the 

paper presents simulation results that assess the expected accuracy of EOTS with the proposed 

tracking algorithm. 

2. Materials and methods 

Radar and optical observation and tracking systems [3-11], when estimating the position and 

other flight parameters of observed objects, often employ Extended Kalman Filters (EKFs) [8-

11]. EKF belongs to the model-based category of estimation algorithms and requires the 

formulation of both the dynamics and observation models of the tracking system [12]. It is 

particularly suitable for systems with non-linear dynamics and/or non-linear observation 

models, which applies to the problem at hand. 

The dynamics model in tracking systems typically includes the equations of object motion. 

Depending on the object type and the adopted simplifying assumptions, this model can be either 

linear or non-linear [9,13]. In the case of ballistic objects, which are the focus of this research, 

aerodynamics models are used to formulate the dynamics. These models are typically 

represented by systems of non-linear differential equations [13-16]. 

The observation model defines the relationship between the object's position coordinates and 

the measurements made by the system. In the case of EOTS, the measurements consist of the 

azimuth and elevation angles from ground-based electro-optical tracking stations 

(cinetheodolites) to the observed object [1], making this relationship inherently non-linear. 

EKFs address non-linearities in one or both models through linearization, which involves 

calculating Jacobian matrices for the non-linear functions in the models [12]. While this slightly 

increases the algorithm's complexity compared to the linear Kalman filter, the added complexity 

is typically manageable with the modern computing power available in radar and optical 

tracking systems. Therefore, we have chosen to use the EKF in the system considered here. 

The following subsections of the paper describe the estimation framework, with a focus on 

its key components: the dynamics and measurement models, as well as the filtering algorithm. 

2.1. Dynamics model 

In the system under consideration, the motion of a ballistic object is modelled using 6-DOF 

differential equations of motion. A comprehensive description of such motion, considering both 

translational and rotational movements, is presented in [14,15]. In this work, we adapted the 

dynamics model to match a typical object used in experiments conducted at MIAT, i.e. the 

aerial target imitator ICP-89, a small, short-range, unguided rocket [17]. This object does not 

contain a warhead but features a tracer with burning material to enhance visibility from the 

EOTS cinetheodolites. The thrust force generated by its solid propeller lasts for only about 0.7 

seconds, after which the rocket moves freely without propulsion for the remainder of its flight. 

Figure 1 illustrates the aerial object in a right-handed, three-dimensional frame of reference 

(𝐸𝑋𝑌𝑍), showing the forces acting on it during various flight phases, along with key variables 
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defining its motion. In this figure, 𝑂 represents the centre of mass (𝑚) of the object, 𝑭𝒍 is the 

lift force, 𝑭𝒅 is the drag force, 𝑭𝒈 is the gravitational force, and 𝑭𝒕 is the thrust force. The 

instantaneous position of the object is described by its coordinates 𝑥, 𝑦, and ℎ. Other important 

variables include: 𝐯 – the velocity vector relative to the atmosphere, 𝛾 – the angle between the 

velocity vector and the local horizontal plane (𝐸𝑋𝑌), 𝜒 – the angle between the 𝑋-axis and the 

velocity vector projected onto the horizontal plane (𝐸𝑋𝑌), 𝛼 – the angle of attack (the angle 

between the reference line of the body, i.e., its longitudinal axis and the relative velocity vector), 

and 𝜖0 – the angle between the longitudinal axis and the thrust force vector. 

 

 

Fig. 1. Aerial target with forces acting on it in a three-dimensional frame of reference. 

The general 6-DOF equations of motion for a ballistic object, neglecting disturbances caused 

by winds, are given as follows [14]: 

 𝑥̇ = 𝑣 cos 𝛾 cos 𝜒, (1) 

 𝑦̇ = 𝑣 cos 𝛾 sin 𝜒, (2) 

 ℎ̇ = 𝑣 sin 𝛾, (3) 

 𝑣̇ =
1

𝑚
[𝐹𝑡 cos(𝛼 + 𝜖0) − 𝐹𝑑 − 𝐹𝑔 sin 𝛾], (4) 

 𝛾̇ =
1

𝑚𝑣
[𝐹𝑡 sin(𝛼 + 𝜖0) + 𝐹𝑙] cos 𝜇 −

1

𝑚𝑣
𝐹𝑔 cos 𝛾, (5) 

 𝜒̇ =
1

𝑚𝑣 cos𝛾
[𝐹𝑡 cos(𝛼 + 𝜖0) + 𝐹𝑙] sin 𝜇, (6) 

 𝐹𝑔̇ = −𝐶𝑓𝐹𝑡. (7) 

Additional variables not previously explained include: 𝑣 – the magnitude of the velocity vector, 

𝜇 – the roll angle, and 𝐶𝑓 – the fuel consumption coefficient. 

Given the stable, unguided flight of the object, a simplified mathematical model of its 

movement can be applied under the following assumptions: 

• The object’s flight is modelled after the propellant has completed its working phase, and 

the EOTS is tracking the imitator when the thrust force becomes zero. 

• The lift force can be neglected due to the object’s axial symmetry and absence of large 

aerofoils. Thus, the forces considered in the model include only drag, gravity, and wind 

forces. 

• The atmospheric density significantly varies with altitude and must be incorporated into 

the dynamics model. 
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• The object’s mass decreases slowly over time, not due to fuel consumption (as 

combustion has ceased in this phase of flight), but due to the tracer burnout. Therefore, 

instead of using (7), the following formula applies, where 𝐶𝑚 is the tracer burnout 

coefficient, describing the mass loss over time: 

 𝑚̇ = −𝐶𝑚. (8) 

The gravity and drag forces in (4) and (5) can be calculated as follows [14]: 

 𝐹𝑔 = 𝑚𝑔, (9) 

 𝐹𝑑 =
1

2
𝐶𝑑𝑆𝜌(ℎ)𝑣2, (10) 

where: 𝑔 is the gravitational acceleration, 𝐶𝑑 is the drag coefficient, 𝑆 is the drag characteristic 

surface area, and 𝜌(ℎ) is the air density at altitude ℎ. For altitudes up to 11 kilometres, the 

following relationship holds, with 𝜌0 representing the sea-level air density under normal 

weather conditions [18]: 

 𝜌(ℎ) = 𝜌0 (1 −
ℎ

44300
)
4.256

 (11) 

In practice, unpredictable wind influences will affect the ideal ballistic trajectory described 

by (1)-(7). We model the wind velocity as an additional stochastic process with three 

components 𝑤𝑥, 𝑤𝑦, and 𝑤ℎ along the axes of the 𝐸𝑋𝑌𝑍 frame of reference. These components 

are modelled as integrated Gaussian white noises with power spectral densities 𝑆𝑤𝑥, 𝑆𝑤𝑦, and 

𝑆𝑤ℎ. Therefore, the following differential equations hold: 

 𝑤̇𝑥 = 𝑢𝑤𝑥, (12) 

 𝑤̇𝑦 = 𝑢𝑤𝑦, (13) 

 𝑤̇ℎ = 𝑢𝑤ℎ. (14) 

The disturbances caused by the wind affect not only the position (1)-(3) but also influence 

the equations for velocity and attitude angles (4)-(6). By applying the previously mentioned 

simplifications to (1)-(6), substituting the right-hand sides of formulas (9)-(11) for the 

respective variables, and incorporating the wind velocities into the motion equations, we obtain 

the following continuous dynamics model for the ballistic object [1]: 

The equation above closely follows the standard form required for the further development 

of the extended Kalman filter [12]: 

 

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝑥̇

𝑦̇
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𝑣̇
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𝜒̇
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=
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−
1
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− 𝑔 sin 𝛾
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𝑣
−
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−

cos 𝜒

𝑣 cos 𝛾
0

0 0 0
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0 1 0

0 0 1 ]
 
 
 
 
 
 
 
 
 
 
 
 
 
 

∙ [

𝑢𝑤𝑥

𝑢𝑤𝑦

𝑢𝑤ℎ

]. (15) 

The equation above closely follows the standard form required for the further development 

of the extended Kalman filter [12]: 



Metrol. Meas. Syst., Vol. 32 (2025), No. 2 

DOI: 10.24425/mms.2025.154667 

 

 𝐱̇(𝑡) = 𝐟[𝐱(𝑡)] + 𝐆(𝑡)𝐮(𝑡), (15) 

where: 𝐟(∙) is a nonlinear function, 𝐱 is the state vector, 𝐆 is the disturbance input matrix, and 

𝐮 is the vector of disturbances. 

2.1. Observation model 

A typical deployment of EOTS stations (cinetheodolites) in the three-dimensional Cartesian 

reference frame 𝐸𝑋𝑌𝑍 is shown in Fig. 2. The cinetheodolites labelled as S1 and S2 are located 

at coordinates (𝑥1, 𝑦1, 𝑧1) and (𝑥2, 𝑦2, 𝑧2), respectively. Their positions are accurately 

determined prior to the shooting tests. During operation, these stations provide a synchronized 

stream of measurements for the azimuth angles 𝛼1 and 𝛼2 and the elevation angles 𝜆1 and 𝜆2. 

 

 

Fig. 2. Geometrical relationships and measurements performed in EOTS. 

The observation model relates the state vector 𝐱 to the measurement vector 𝐳. In the system 

under consideration, the relationship between the object’s position coordinates (𝑥, 𝑦, ℎ) and the 

measured angles 𝛼1, 𝛼2, 𝜆1, and 𝜆2 is nonlinear. Therefore, before designing the extended 

Kalman filter, the observation model is cast in the standard form: 

 𝐳(𝑘) = 𝐡[𝐱(𝑘)] + 𝐯(𝑘), (16) 

where: 𝐡(∙) is a nonlinear function, 𝐳 is the measurement vector, 𝐱 is the state vector, and 𝐯 is 

the measurement error vector. 

Directly inserting the measured angles 𝛼1, 𝛼2, 𝜆1, and 𝜆2 into the measurement vector is not 

possible. This difficulty arises because the equations that relate these angles to the ballistic 

object’s coordinates (𝑥, 𝑦, ℎ) and the cinetheodolites’ positions (𝑥1, 𝑦1, 𝑧1) and (𝑥2, 𝑦2, 𝑧2) 

form an entangled system that does not match the structure of (17). 

To resolve this issue, we first define a primary measurement vector 𝐳′: 

 𝐳′ = [𝛼1 𝛼2 𝜆1 𝜆2]
T (17) 

and then transform it using an appropriately chosen function 𝐭(∙) so that the transformed 

measurement vector 𝐳 = 𝐭(𝐳′) leads to a measurement model of the form (17), with the left-

hand side containing only measurement-related variables and the right-hand side involving only 

the state vector components. 
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To establish the transformation function 𝐭(∙), we use the law of sines and other trigonometric 

relationships valid in the considered system: 

 
√(𝑥−𝑥2)2+(𝑦−𝑦2)2

sin𝛼1
=

√(𝑥1−𝑥2)2+(𝑦1−𝑦2)2

sin(𝛼1+𝛼2)
 (18) 

 
√(𝑥−𝑥1)2+(𝑦−𝑦1)2

sin𝛼2
=

√(𝑥1−𝑥2)2+(𝑦1−𝑦2)2

sin(𝛼1+𝛼2)
 (19) 

 ℎ + 𝑧1 = √(𝑥 − 𝑥1)2 + (𝑦 − 𝑦1)2 tan 𝜆1 (20) 

 ℎ + 𝑧2 = √(𝑥 − 𝑥2)2 + (𝑦 − y2)2 tan 𝜆2 (21) 

Assuming that the measured angles are not exact but are subject to errors 𝑣𝛼1, 𝑣𝛼2, 𝑣𝜆1, and 

𝑣𝜆2, the transformation leads to a measurement model that can be expressed as: 

 

[
 
 
 
 
 

sin𝛼1

sin(𝛼1+𝛼2)

sin𝛼2 

sin(𝛼1+𝛼2)

tan 𝜆1

tan 𝜆2 ]
 
 
 
 
 

=

[
 
 
 
 
 
 
 √

(𝑥−𝑥2)2+(𝑦−y2)2

(x1−𝑥2)2+(y1−𝑦2)2

√
(𝑥−𝑥1)2+(𝑦−y1)2

(𝑥1−𝑥2)2+(𝑦1−𝑦2)2

ℎ+𝑧1

√(𝑥−𝑥1)2+(𝑦−𝑦1)2

ℎ+𝑧2

√(𝑥−𝑥2)2+(𝑦−𝑦2)2 ]
 
 
 
 
 
 
 

+

[
 
 
 
 
𝑣1

𝑣2

𝑣3

𝑣4]
 
 
 
 

 (22) 

In this formulation, the left-hand side represents the transformed measurements (i.e., the 

output of the transformation function 𝐭(𝐳′)), while the right-hand side comprises functions of 

the state variables and a measurement error vector 𝐯 = [𝑣1 𝑣2 𝑣3 𝑣4]
T. 

Finally, the measurement error vector 𝐯 is related to the primary measurement errors 

𝐯′ =  [𝑣𝛼1 𝑣𝛼2 𝑣𝜆1 𝑣𝜆2]
T via the Jacobian matrix 𝐓 =

𝜕𝐭(𝐳′)

𝜕𝐳′  of the transformation, so that 

𝐯 =  𝐓𝐯′. 

This approach ensures that the measurement model is expressed in a form compatible with 

the extended Kalman filter framework. 

2.2. Estimation algorithms 

The primary estimation algorithm used in this research is the extended Kalman filter (EKF). 

For comparison, simpler ordinary least squares (OLS) and weighted least squares (WLS) 

algorithms [19] have also been implemented and tested. The EKF employs the previously 

described dynamics and observation models, and its block diagram is shown in Fig. 3. 

After initialization, which involves defining the initial estimated state vector 𝐱̂(0|0) and the 

initial covariance matrix of filtering errors 𝐏(0|0), the EKF enters a loop that alternates 

between prediction and correction steps. 

During the prediction phase, the algorithm computes the predicted state vector 𝐱̂(𝑘 + 1|𝑘) 

and the covariance matrix of prediction errors 𝐏(𝑘 + 1|𝑘). Before performing these 

computations, the continuous dynamics model (15) is linearized. Specifically, the fundamental 

matrix 𝐅 =
∂𝐟(𝐱)

∂𝐱
|
𝐱=𝐱̂

 is calculated as the Jacobian of the nonlinear function 𝐟(𝐱). Using 𝐅 and 

the disturbance input matrix 𝐆 from (15), the continuous model is then sampled to obtain its 

discrete counterpart. This sampling, as described in [12], yields the transition matrix 𝚽 and the 

matrix of discrete process disturbances 𝐐, both of which are essential for the prediction step. 

In the correction phase (illustrated in the final block of the loop in Fig. 3), the following are 

computed: the Kalman gain matrix 𝐊, the updated (filtered) state vector 𝐱̂(𝑘 + 1|𝑘 + 1) and 
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the updated covariance matrix of filtering errors 𝐏(𝑘 + 1|𝑘 + 1). This step requires linearizing 

the observation model (23) to obtain the observation matrix 𝐇 =
∂𝐡(𝐱)

∂𝐱
|
𝐱=𝐱̂

, which is the 

Jacobian of the nonlinear function 𝐡(𝐱). In addition, the covariance matrix of measurement 

errors 𝐑 must be computed. This is accomplished by 𝐑 = 𝐓𝐑′𝐓T, where 𝐓 is the Jacobian 

matrix of the transformation function 𝐭(∙), and 𝐑′ is the covariance matrix of the primary 

measurement errors (containing the variances of the azimuth and elevation angles from the 

primary measurement vector 𝐳′). 
 

START

1k k +

( ) ( ) ( ) ( ) ( )kkkkkkkkk QΦPΦP +++=+
T

,1,11

( ) ( )
( )1

ˆ 1
k t

k t
k k t dt

+ 


+ =   x f x

Acquiring measurement 

z(k+1)

( ) ( ) ( ) ( ) ( ) ( ) ( )
1

T T
1 1 1 1 1 1 1k k k k k k k k k

−

 + = + + + + + + +
 
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( ) ( ) ( )( ) ( ) ( )( )
T
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  

P x x x x

Linearization of observation model and calculation of covariance 

matrix of measurement errors

( ) ( ) ( )  ( )kkkkkk 11111 +++−=++ PΗKIP

Linearization and sampling of continuous dynamics model

( ) ( )ˆ 0 0 E 0=   x x

 

Fig. 3. Block diagram of EKF algorithm. 

The OLS and WLS algorithms are described in detail in [19]. These algorithms iteratively 

solve the nonlinear observation model (23) to determine the ballistic object's position. However, 

because they do not incorporate the dynamics model or utilize predicted state estimates from 

previous steps, their estimates are neither as accurate nor as smooth as those produced by the 

EKF. Furthermore, while OLS and WLS are limited to estimating only the object's position, the 

EKF proposed in this research also estimates several additional flight parameters, including the 

object's velocity 𝑣, attitude angles 𝛾 and 𝜒, mass 𝑚, and wind velocity components. These 

additional estimates are particularly valuable, as they enable more accurate predictions of the 

ballistic target's impact site [20]. 
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3. Experiments and results 

The electro‐optical tracking system (EOTS) and the ballistic object were modelled and 

simulated in MATLAB®. Figure 4 presents a typical shooting test layout that shows the 

positions of two cinetheodolites and a simulated trajectory of the ballistic object. The figure 

displays both the actual trajectory (labelled “REF”) and the trajectories estimated using various 

algorithms (OLS, WLS, and EKF). In these simulations, the ballistic object's parameters were 

assumed to be identical to those of the aerial target imitator ICP-89 [17]. The angular 

measurement accuracy (for both azimuths and elevations) was taken from the system 

specifications, with standard deviations of 0.68 arcsec. 

 

 

Fig. 4. Reference and estimated trajectories of ballistic object. 

Figures 5-7 illustrate the position coordinates estimation errors for the various algorithms. 

As shown, the accuracies of OLS and WLS are similar, while the proposed EKF delivers 

noticeably better performance. Additionally, Figures 8-13 present estimates of other flight 

parameters and wind velocities, which are available only through the EKF. These estimates 

closely match the actual parameter values, further demonstrating the high performance of the 

proposed EKF algorithm. 

 

 

Fig. 5. Estimation errors for 𝑥 coordinate. 
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Fig. 6. Estimation errors for 𝑦 coordinate. 

 

Fig. 7. Estimation errors for altitude ℎ. 

 

Fig. 8. Reference and estimated velocity of the ballistic object. 
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Fig. 9. Reference and estimated 𝛾 angle of the ballistic object. 

 

Fig. 10. Reference and estimated 𝜒 angle of the ballistic object. 

 

Fig. 11. Reference and estimated 𝑤𝑥 component of wind velocity. 
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Fig. 12. Reference and estimated 𝑤𝑦 component of wind velocity. 

 

Fig. 13. Reference and estimated 𝑤ℎ component of wind velocity. 

 

To quantitatively evaluate the position estimation accuracy of the considered algorithms 

(OLS, WLS, and EKF), the simulations were repeated 1,000 times, and the root-mean-squared 

(RMS) errors for all coordinates were computed [21]. These results are presented in Table 1 for 

various flight durations (after 1, 8, 15, and 20 seconds), as well as for the entire trajectory. The 

final two columns of the table compare the EKF's positioning errors with those of OLS and 

WLS, demonstrating a significant improvement in accuracy over these simpler algorithms. 

As demonstrated in Table 1, the position estimation errors obtained with all methods (OLS, 

WLS, and EKF) increase monotonically at selected time points during the flight, which is 

expected because identical angular measurement errors yield larger position errors as the 

ballistic object moves further from the cinetheodolites. This is a consequence of the tracking 

system's geometry and is observed in various optical and radar systems that rely on angle 

measurements for position estimation. Consequently, increasing errors during the final phase 

of the flight are also evident in the estimates of other quantities, as shown in Figs. 4–13. This 

should not be interpreted as a deficiency of the developed EKF algorithm or the other methods. 

The increase in estimation errors is relatively small and can be mitigated by optimally 

positioning the cinetheodolites relative to the anticipated flight trajectory or by increasing their 

number in the system. 
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Table1. Comparison of OLS, WLS and EKF estimation errors. 

Error OLS WLS EKF 

Improvement ratio 

𝐄𝐊𝐅

𝐎𝐋𝐒
 

𝐄𝐊𝐅

𝐖𝐋𝐒
 

RMS 𝛿𝑥1 [𝑚] 0.42 ∙ 10−2 0.40 ∙ 10−2 0.24 ∙ 10−2 1.72 1.65 

RMS 𝛿𝑥8 [𝑚] 1.00 ∙ 10−2 0.92 ∙ 10−2 0.47 ∙ 10−2 2.11 1.94 

RMS 𝛿𝑥15 [𝑚] 1.70 ∙ 10−2 1.66 ∙ 10−2 0.80 ∙ 10−2 2.13 2.09 

RMS 𝛿𝑥20 [𝑚] 2.40 ∙ 10−2 2.38 ∙ 10−2 1.02 ∙ 10−2 2.35 2.33 

RMS 𝛿𝑥 [𝑚] 1.57 ∙ 10−2 1.55 ∙ 10−2 0.70 ∙ 10−2 2.26 2.22 

RMS 𝛿𝑦1 [𝑚] 0.89 ∙ 10−2 0.89 ∙ 10−2 0.48 ∙ 10−2 1.86 1.85 

RMS 𝛿𝑦8 [𝑚] 1.22 ∙ 10−2 1.20 ∙ 10−2 0.55 ∙ 10−2 2.21 2.17 

RMS 𝛿𝑦15 [𝑚] 1.65 ∙ 10−2 1.64 ∙ 10−2 0.75 ∙ 10−2 2.20 2.19 

RMS 𝛿𝑦20 [𝑚] 1.98 ∙ 10−2 1.99 ∙ 10−2 0.91 ∙ 10−2 2.17 2.17 

RMS 𝛿𝑦 [𝑚] 1.49 ∙ 10−2 1.48 ∙ 10−2 0.69 ∙ 10−2 2.15 2.14 

RMS 𝛿ℎ1 [𝑚] 0.70 ∙ 10−2 0.70 ∙ 10−2 0.37 ∙ 10−2 1.91 1.91 

RMS 𝛿ℎ8 [𝑚] 0.95 ∙ 10−2 0.94 ∙ 10−2 0.40 ∙ 10−2 2.38 2.36 

RMS 𝛿ℎ15 [𝑚] 1.04 ∙ 10−2 1.04 ∙ 10−2 0.44 ∙ 10−2 2.37 2.36 

RMS 𝛿ℎ20 [𝑚] 1.01 ∙ 10−2 1.01 ∙ 10−2 0.46 ∙ 10−2 2.19 2.19 

RMS 𝛿ℎ [𝑚] 0.95 ∙ 10−2 0.95 ∙ 10−2 0.42 ∙ 10−2 2.25 2.25 

4. Conclusions 

The estimation algorithm for tracking aerial ballistic objects, such as unguided short-range 

missiles, presented in this paper, demonstrates high performance when using measurements 

from an electro-optical tracking system. By applying a 6-DOF object movement model, the 

algorithm enables the estimation of the object’s three-dimensional position within 

a geographically oriented horizontal frame of reference, without requiring prior knowledge of 

the shooting direction. This makes the algorithm simple in practical implementation, as 

determining this direction before the missile launching might be problematic. 

In terms of RMS errors for the 𝑥, 𝑦, and ℎ position coordinates, the estimation errors are 

reduced by approximately a factor of two or more compared to the OLS and WLS methods. 

Additionally, the proposed filtration algorithm allows for the direct estimation of movement 

parameters that are not directly measurable by the electro-optical tracking system, such as the 

magnitude and direction of the velocity vector, represented by the angles 𝛾 and 𝜒 between this 

vector and the 𝐸𝑋𝑌𝑍 coordinate system axes. Furthermore, by incorporating the proposed 

dynamics model in the extended Kalman filter, additional important information can be 

obtained, including the three-dimensional wind velocity components. 

The high accuracy of the estimated data demonstrates the algorithm’s potential for real-

world applications. One possible application is more accurate and confident estimation of an 

object’s impact location, outperforming traditional methods. Another practical use would be in 

calculating the miss distance during homing missile tests. 
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