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Abstract
A new solar tracking sensor based on image recognition is proposed and designed to solve the problem of low accuracy of photoelectric tracking in photovoltaic power generation. The sensor can directly output its angular deviation from the sun, and its mechanical structure and working principle are analysed in detail. We use a high-precision camera to collect the image of the two slots on the projector surface and use the Hough transform to identify the image of the light seam. After obtaining the linear equation for the two slots, the coordinate of the intersection point is found, and the calculation of the solar altitude and azimuth can be realized. We have improved the Hough transform scheme by using the skeleton image of the slots instead of the edge image. The improvement of the scheme has been proved to effectively improve the detection accuracy. A calibration test board is used to test the sensor and experimental results show that the scheme can achieve the measurement of azimuth and altitude with the accuracy of be 0.05°, which can meet the detection accuracy requirements of the solar tracking in photovoltaic power generation and many other photoelectric tracking implementations.
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1. Introduction

With the promotion and implementation of global energy conservation and emission reduction strategy, it is urgent to further to increase proportion of application of clean and renewable energy. Photovoltaic (PV) power generation as a relatively mature power generation technology will undergo rapid development. Unfortunately, due to the material and manufacturing technology of solar panels, their conversion efficiency cannot be greatly improved. However, the solar energy conversion will be maximum when the solar panel is kept perpendicular to the sun rays [1]. Therefore, many scholars focus on the research of improving the efficiency of PV systems with the application of sun tracking. Related studies show that at least 20% more electricity is produced by a tracking PV system than a fixed PV one [2, 3].

In order to improve the efficiency of PV system, various methods of sun tracking have been used in PV systems, which includes sensorless tracking, sensor-based tracking, and hybrid tracking. The sensorless tracking method generally uses astronomic equations to determine the position of the sun [4-6], then drives the PV panels towards the sun. The sensorless tracking method does not use the additional tracking sensor, and although it has advantages in cost, the tracking accuracy is low. In order to improve tracking accuracy, more and more sensor-based tracking methods are used in sun tracking schemes and, as a result, various sun position sensors have been proposed [7].

In many studies, light dependent resistors (LDRs) or photodiodes (PDs) have been selected as light sensors for sun tracking. For instance, a one-axis three-position solar tracking system was developed in which two LDR sensors monitor the intensity of the sunlight with results that...
will be compared below [8]. In order to find the position of the sun precisely, an improved single-axis sun tracking system with the two identical LDRs and an angle sensor was proposed [9], including using pre-specified angles acquired by geographical positioning [10]. With the application of four LDRs, a two-axis tracking system based on Wheatstone bridge circuit without a microcontroller is proposed [11]. And on this base, the LDR arrangements and algorithm have been improved for greater detection range and higher detection accuracy, such as four quadrants and six quadrants by using the partition plate [12, 13]. At the same time, in order to reduce the effect of diffuse radiation, a sun sensor with infrared and linear polarizing optical filters was proposed [14]. In addition, because of the limitations of LDRs during overcast conditions, a novel UV sensor-based dual-axis solar tracking system was proposed which shows good potential performance [15].

No matter how the arrangements are improved, the LDRs are always distributed discretely, so the measurement accuracy cannot be greatly improved. Therefore, a method based on the position sensitive detector (PSD) was proposed that solved the discrete distribution problem of photoelectric devices, and the detection accuracy increased to 0.2° [16].

An omnidirectional sensor was presented in literature [17], and a photovoltaic cell was used for irradiance measurement. A quadrant sun position sensor that builds on the 3D optics approach has been reported to reach a mean error of 1.9° [18]. With the development of vision measurement technology, image measurement schemes based on cameras were used in sun tracking [19-21], so the sun's position in the sky can be determined by the captured images [22].

The literature survey indicates that as sensorless solar tracking systems are open-loop control, the tracking errors will accumulate over time, and this issue has been proved in practical application. Compared with the sensorless tracking systems, the sensor-based systems are more widely adopted. Most of the sensor-based solar tracking systems use LDRs as the tracking sensor, however, LDRs have some limitations in their application, e.g., under the conditions of saturation of light intensity and low-visibility, the PV module may be directed opposite to the position of the sun [23]. Therefore, Chaowanan et al. [15] proposed a UV sensor-based tracking system. According to several literature reports using visual images to detect the position of the sun, when the camera faces the sun directly, the contrast of the sun images and saturation problem of the camera need to be dealt with, or else the detection accuracy cannot be significantly improved.

In this study we overcame the limitations and research deficiencies presented above by developing a novel image-based sensor that consists of a high definition (HD) camera and a closed container. Two vertical slots are fabricated on the top surface of the container whose function is to create a projected image of sunlight. The goal of using the projected image is to reduce the influence of background stray light and avoid the saturation of the camera. Also, the parameters of the sensor are calibrated by using the test image. The Hough transform algorithm is used to recognize the two slots in the projection image. In order to ensure the accuracy of straight-line recognition, the traditional scheme of straight line recognition after edge detection is abandoned, and the scheme of straight line recognition after skeleton extraction is adopted. After curve fitting, the azimuth and altitude angle were measured by solving the coordinates of the intersection points of the two lines in the image. To verify the effectiveness of the sensor, evaluation tests were performed on the platform of a dual-axis solar tracking experimental system, and some concluding remarks are made at the end of this work.
2. **Structure and Principle**

2.1. **Sensor Structure**

Figure 1 shows the structure of the tracking sensor. It is made up of a camera and a sealed cylindrical container. Sunlight can enter the sensor through two vertically distributed slots and generate the projection lines on the bottom surface. The camera is embedded in the centre of the container’s top surface to capture the image of the light projection on the bottom surface.

![Sensor Structure Diagram](image)

Fig. 1. Structure of proposed tracking sensor.

2.2. **Working principle**

Figure 2 shows the angle calculation schematic diagram. $O_1$ is defined at the centre of the top surface, $O_2 (0, 0)$ is defined at the centre of the bottom surface. When the sun shines vertically, the intersection point of the projected lines is at the centre (point $O_2$) of the bottom surface. While the sun shines obliquely, the intersection point will deviate from the centre of the bottom surface. Suppose the intersection moves to point $B (x, y)$, the azimuth and altitude can be calculated as follows:

\[
\begin{align*}
\alpha &= \arctan(x/z) \\
\gamma &= \arctan(y/z)
\end{align*}
\]

(1)

where, $\alpha$ is azimuth, and $\gamma$ is altitude.

![Angle Calculation Diagram](image)

Fig. 2. Angle calculation schematic diagram.
2.3. Coordinate Measurement

Figure 3 shows the schematic diagram of the pinhole model. $O_w-X_wY_wZ_w$ is the world coordinate system, $O_c-X_cY_cZ_c$ is the camera coordinate system, $O_p-X_pY_pZ_p$ is the image coordinate system, and $O-UV$ is the pixel coordinate system. $O_c$ is the camera optical center, and $O_cZ_c$ is the camera’s optical axis. Assuming that point $p$ is a point in the world coordinate system, and its coordinates in the camera coordinate system and the world coordinate system are $(X_w,Y_w,Z_w)$ and $(X_c,Y_c,Z_c)$ respectively, similarly, the coordinates of the image point $p'$ in image coordinate system and pixel coordinate are $(x, y)$ and $(u, v)$.

![Schematic diagram of the pinhole imaging model.](image)

According to the cubic coordinate transformation relationship [13], the conversion relationship between the world coordinates and the camera coordinates can be described by (2).

$$
\begin{bmatrix}
X_c \\
Y_c \\
Z_c
\end{bmatrix} = R \begin{bmatrix}
X_w \\
Y_w \\
Z_w
\end{bmatrix} + T,
$$

(2)

where $R$ is the rotation matrix, and $T$ is the translation matrix.

The conversion relationship between the camera coordinate and the image coordinate is shown in (3).

$$
\begin{bmatrix}
x \\
y \\
1
\end{bmatrix} = \begin{bmatrix}
f / dx & 0 & u_0 \\
0 & f / dy & v_0 \\
0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
X_c \\
Y_c \\
Z_c
\end{bmatrix},
$$

(3)

where $f$ is the focal length of the camera, $dx$ and $dy$ are pixel sizes in pick $x$ and $y$, while $u0$ and $v0$ are coordinates in the pixel coordinate.

The image coordinate and the pixel coordinate are in the same plane, only units and origin are different. So, their relationship can be expressed by (4).

$$
\begin{bmatrix}
u \\
v
\end{bmatrix} = \begin{bmatrix}
\frac{1}{dx} & 0 & u_0 \\
0 & \frac{1}{dy} & v_0 \\
0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
x \\
y \\
1
\end{bmatrix}.
$$

(4)

3. Sensor Assembling and Calibration

3.1. Mechanical dimension setting

The main task is the assembly of mechanical components of sensors. The most important parts are the fixation of the camera and the adjustment of the size parameters. The HD camera used in this project is an OV5640 mini camera and the key typical specifications are shown in Table 1.
Table 1. The key typical specifications of OV5640.

<table>
<thead>
<tr>
<th>Type</th>
<th>Value</th>
<th>Type</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active array size</td>
<td>2592×1944</td>
<td>Image area</td>
<td>3673.6μm×2738.4μm</td>
</tr>
<tr>
<td>Lens size</td>
<td>1/4 Inch</td>
<td>Pixel size</td>
<td>1.4μm×1.4μm</td>
</tr>
</tbody>
</table>

The goal of sensor’s dimensions debugging is to improve the detection accuracy while ensuring the maximum field of view of the camera. According to the experimental test data, the final size parameters of the sensor are shown in Table 2.

Table 2. Size parameters of the sensor.

<table>
<thead>
<tr>
<th>Type</th>
<th>Value</th>
<th>Type</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top surface height (H)</td>
<td>89.0 mm</td>
<td>Bottom surface diameter (D1)</td>
<td>100.0 mm</td>
</tr>
<tr>
<td>Camera height (H1)</td>
<td>80.0 mm</td>
<td>Slot length (L)</td>
<td>15.0 mm</td>
</tr>
<tr>
<td>Top surface diameter (D1)</td>
<td>100.0 mm</td>
<td>Slot width (d)</td>
<td>1.0 mm</td>
</tr>
</tbody>
</table>

3.2. Parameter Calibration

In order to solve the azimuth and altitude angle, (1)-(4) are required to convert the coordinates in the pixel coordinate system to the world coordinate system simultaneously, so the parameters in the equation above need to be calibrated and solved. It is required to solve the (1)-(4) to convert the pixel coordinate to the world coordinate, so the parameters in the above equations need to be determined by the way of calibration. Since the top surface, bottom surface and the camera mirror are parallel and fixed in distance, the matrix R and T can be ignored, and the focal length is the only unknown parameter.

The focal length of the camera can be calculated with (5), according to the camera’s active array size, pixel size and the information of the test image shown in Fig. 4, \( f = \frac{P \times D}{W} \).

\[
f = \frac{P \times D}{W},
\]

where \( P \) is the length of image, \( D \) is the object distance, \( W \) is the actual object width.

Meanwhile, according to the image information shown in Fig. 4, the centre point (1263, 934) of the calibration image captured by the camera is not the pixel centre point (1296, 972) of the camera. The reason is that when the camera is fixed, it cannot be in the mechanical centre of the sensor. Therefore, the angle calculation needs to be corrected according to the deviation.

![Fig. 4. Test image of the sensor.](image-url)
4. Angle Measurement

4.1. Line recognition

The Hough transform is one of the most commonly used methods for line detection in images, the basic principle is to extract the straight-line edge in the binary image and then use the “houghlines” function in MATLAB to find the endpoints of the line segments corresponding to peaks in the Hough transform [24, 25]. Fig. 5 (a) shows the original image of the slot projection. As the sensor structure is closed, the camera is less affected by the ambient light and the background segmentation is simple. The edge extraction can be performed only after the necessary image pre-processing such as grey transformation, binarization and morphological filtering. Figs. 5 (b)-(d) respectively show the effect images after pre-processing.

![Original image](image1.png)

![Grayscale image](image2.png)

![Binary image](image3.png)

![Morphologically filtered image](image4.png)

Fig. 5. Comparison of the original image and the pre-processed images.

In the process of edge extraction, the "Canny" operator is used to obtain the contours and the gradient map of the line area respectively, and the edge contour of this area can be obtained [26]. The Hough transform is employed to identify line segments, from which the slot projection can be reconstructed [27]. Since the endpoints of the identified line segments are located on the edge of the image contour, it is natural that the identified lines are not the centre lines of the slot projection, and this causes a great error in the coordinate values calculation of the intersection point of the projection lines.

Figure 6 shows the effect diagram of traditional Hough transform line recognition. According to the effect diagram, the line fitted by Hough transformation is located at the edge of the image, and there is a large error in the calculation of the intersection coordinates.
Therefore, we propose a method to detect straight lines by using the skeleton image instead of the edge image in the Hough transform. The skeleton of the image is the central axis of the image, so the central axis of the slot image can be obtained after skeleton extraction. We use the "bwmorph()" function provided in the MATLAB image toolbox for the mathematical deformation of the projected image, and select the parameter "thin" as the operation type, the parameter "inf" as the number of operations. This method can ensure that the identified line segment is located on the centre line of the slot projection image and greatly reduces the detection time, the effect diagram of the improved Hough transform is shown in Fig. 7.

4.2. Angle Calculation

The coordinates of the intersection point of the central axes of the lines identified in Fig. 6 can be substituted into (2)-(4) successively after deviation correction. Next, the coordinate values in the world coordinate system of the centre point of the projection can be calculated, and the azimuth and altitude can be solved with (1).
5. Experiment and Analysis

5.1. Experiment Settings

We validated the presented sensor on the two-axle sun tracking experimental platform. An OV5640 mini HD camera was selected as the acquisition device of the projection images. An MPU9250 nine-axis inertial sensor mounted on the sensor surface was used to measure the yaw and roll of the solar panel, and its outputs were used for the error evaluation of the sun tracking sensor. The control core of the system was JETSON NANO, to which the servos of the experimental, MPU9250 and the proposed sensor were all connected. All the used experimental devices are shown in Fig. 9.
5.2. Experimental testing and analysis

Since the angle of the sunlight changes at all times, it was not suitable for sensor calibration, so the LED source was selected to simulate the sunlight in the experimental test. The LED source was set directly above the proposed sensor, and the experimental device was rotated in the east-west and north-south directions at a step angle of 5° each time, and the measured values of the MPU9250 and the sensor proposed in this paper were recorded respectively. The test diagram of rotation operation is shown in Fig. 10, and the error curves are shown in Fig. 11.

When analysing the angle calculation formula shown in (1), we learn that the angle measurement error mainly comes from the camera installation height error and image centre coordinate positioning error. Although the error of the centre position during camera installation may also cause error, it can be eliminated by the way of zero adjustment. Therefore, it is necessary to focus on the influence of camera height error and image centre coordinate positioning error on sensor measurement error.

5.2.1. Analysis of the influence of camera mounting height on error

Figure 12 shows the angle measurement error relation curve generated by the deviation of different image centre position and camera installation height. The image centre is in different positions, although the camera installation height deviation is the same, but the impact on the angle measurement error is different. As the error distribution curves of high and low installation height are symmetrical, only the angle measurement error curve between the high camera position and the centre position of the sensor is given. When the camera installation height error is less than 0.2 mm, the angle measurement error is no more than 0.05 degrees.
When the camera height deviation is greater than 0.5mm, the angle measurement error increases significantly. Therefore, in order to improve the measurement accuracy, the measurement range of the sensor should be within 15 degrees as far as possible.

5.2.2. Analysis of the influence of image centre coordinate location on error

Figure 13 shows the positioning error curve of image centre position and centre coordinate. According to the curve in the figure, when the accuracy of image recognition pixel remains within 1 pixel, the error of angle measurement will not be greater than 0.05 degrees.

5.3. Application test

In order to investigate the working effect of the practical application of the sensor, we tested the practical application of the sensor respectively under four lighting conditions: sunny, cloudy, local shadow and overcast day. The application test resulting diagram is shown in Fig. 13. We give the original image, binarization image and line recognition result image under each weather condition. Because the light is too weak in cloudy days, the straight line cannot be identified by morphological filtering with the fixed threshold value. Therefore, a dynamic average value scheme is adopted in threshold setting.
Fig. 13. Application test result diagram (from left to right: original image, binarization image and line recognition result).
6. Conclusions

A novel solar tracking sensor was successfully developed and applied using the unique shape structure and a high precision camera, which eliminated the need for complex logical evaluation of the sun’s direction. The sensor structure is simple, and the sensor has the advantages of high accuracy of solar tracking (maximum error of position detection is 0.05°) and relatively simplicity in image processing. The detection accuracy of the sensor is greatly affected by the deviation range of the sun’s direction, so the sensor can only achieve high precision detection when the deviation range is small. However, we believe that in practical applications, the photovoltaic tracking controller can easily adjust the deviation range to a small range through 1-2 tracking control periods. Therefore, the practical application of the sensor will not be limited.
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